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Classification with Neural Networks
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Neural Network

Input

Parameters

𝐹 𝑥; 𝜃 : ℝ𝑑 × ℝ𝑚 → ℝ



Classification with Neural Networks
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Decision Boundary

𝐹 > 0

𝐹 < 0

Neural Network

Input

Parameters

𝐹 𝑥; 𝜃 : ℝ𝑑 × ℝ𝑚 → ℝ

𝒮 𝜃 = 𝑥 ∈ ℝ𝑑|𝐹 𝑥 = 0



Training Neural Networks
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• Draw a batch of points 𝑥𝑖 𝑖=1
𝑁

• Evaluate the network 𝐹 𝑥𝑖) 𝑖=1
𝑁

• Plug it in a loss function σ𝑖 𝐿 𝐹 𝑥𝑖 , 𝑦𝑖

• Update 𝜃 to decrease the Loss

𝒮 𝜃𝑜𝑙𝑑 𝒮 𝜃𝑛𝑒𝑤



Motivation
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• Loss functions(e.g., cross entropy loss) only measure 

network output values of training examples

• Therefore, decision boundary is only controlled indirectly



Motivation
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𝐹 𝑥 =“panda” adversarial perturbation

+

𝐹 𝑥 =“gibbon”

Image taken from [Goodfellow et al., 2014]

=



Motivation
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Training with Cross Entropy Loss Training with our method



Idea – Direct Control of Level Sets
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• Draw a sample of points 𝑝𝑖 from the 

decision boundary

• Relate the samples to network parameters 

• Incorporate samples into a loss function

• Updating 𝜃 moves the decision boundary

in a controlled fashion 

• Draw a batch of points 𝑥𝑖 𝑖=1
𝑁

• Evaluate the network 𝐹 𝑥𝑖) 𝑖=1
𝑁

• Plug it in a loss function σ𝑖 𝐿 𝐹 𝑥𝑖 , 𝑦𝑖

• Update 𝜃 to decrease the Loss



Surface Reconstruction
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Motivation – Surface Reconstruction
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Laser scanning Point Cloud Reconstructed Surface

Slide taken from Pierre Alliez



Surface Reconstruction Challenges

11

• Varying Sampling Density

• Noise

• Outliers

• Missing data 



Surfaces with Neural Networks
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Point Cloud 0 Level set of a neural network

𝒮 𝜃 = 𝑥 ∈ ℝ3|𝐹 𝑥 = 0

• Model a surface implicitly using a level set of a neural network 

• In related works, implicit representation were learned using regression, to a 

function computed from the ground truth surface

• Our goal is to enable learning from raw data

[Park et al. 2019, Chen et al. 2019, Mescheder etl a. 2019]



Idea – Direct Control of Level Sets
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• Draw a sample 𝑝𝑖 from the network zero level set

• Relate the samples to network parameters

• Incorporate samples into a loss function

• Updating 𝜃 moves the zero level set towards the input



Results on Faust scans dataset
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Input Point Cloud Ours

AtlasNet Ours



Results on Adversarial Robustness
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Our Approach
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• Sampling of neural level sets

• Relating the samples' positions to the network parameters

• Achieved by adding a fixed linear layer to the original network 



Summary
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• Incorporate level sets of neural networks into new loss functions

• Robustness to adversarial examples

• Surface reconstruction from raw data

• Generalize SVM to Neural Networks (Not covered)



Future Directions
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• Investigating control of intermediate layers’ level sets

• Developing sampling conditions to ensure coverage of neural level sets

• Employing additional geometrical regularization to the neural level sets



The End
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• Code is online: https://github.com/matanatz/ControllingNeuralLevelsets
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